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LUMI
HPE Cray EX Supercomputer

LUMI-C (CPU) nodes consisting of 2048 servers with:

• 2x 64-core AMD EPYC “Milan” CPU
• Between 256 GB and 1024 GB RAM
• HPE Slingshot-11 interconnect

LUMI-G (GPU) nodes consisting of 2978 servers with:

• 64-core AMD EPYC “Trento” CPU, 512 GB RAM
• 4x AMD MI250X GPUs, each with 128 GB HBM2e memory

• MI250X consists of two compute dies → 8 GCDs per node
• each MI250X GCD has 64 GB VRAM

• 4x 200 Gbit/s HPE Slingshot-11 interconnects



AMD MI250x GPU
4x MI250X per node

• Dual-chip module 
→ in practice 8 “GPUs” per node. 

• Each GCD (Graphics Compute Die) has 
64GB of VRAM and 192 TFLOPS peak 
BF16

But, we have a lot of them!

• Total of 2978 nodes → ~24k GCDs



Deep learning software stack
l AMD GPUs: CUDA→ ROCm

l CUDA kernels can be converted with HIPIFY tool

l PyTorch pretty well supported out-of-the-box

• AMD has ported and optimized things like Flash 
Attention, bitsandbytes, vLLM, ...



Source: TIVI, 6.12.2023

Source: Yle: https://yle.fi/a/74-20030871

Groeneveld et al, OLMo: Accelerating …
https://arxiv.org/abs/2402.00838

Source: Silo AI https://www.silo.ai/blog/viking-7b-13b-
33b-sailing-the-nordic-seas-of-multilinguality

Source: Allen Institute for AI
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Training large language models

l Large language models are trained to predict the desired output 
given the user’s input (prompt)

l Pre-training: passing trillions of tokens through the network

l Fine-tuning: adapting pre-trained network to particular purpose, with 
a much smaller dataset

l Instruct-tuning: adapting to follow instructions, such as chat models



Poro training data
cf. 300B tokens of 

Finnish (8 epochs) for 
FinGPT

Slide by prof. Sampo Pyysalo, University of Turku



Substantial advance over previous 
models in Finnish: 51% (FinGPT) 
/ 59% (BLUUMI) → 66% (Poro)

Competitive in its class of open 
models for English and code

Poro evaluation

Slide by prof. Sampo Pyysalo, University of Turku



Remarkably good at English-
Finnish translation!

(Opus Eng-Fin translation 
examples included in pretraining 
data)

Caveat: trained and tested mostly 
on single-sentence translation

Poro evaluation

Slide by prof. Sampo Pyysalo, University of Turku



Why training LLMs is difficult

l Model doesn’t fit into single GPU 
memory

- e.g. LUMI GCD has 64 GB VRAM

- Example: 140B parameter model ~
280 GB VRAM assuming 16 bit 
→ at least 5 LUMI GCDs needed

l Model parallelism

- Tensor parallel = layers split across 
GPUs

- Pipeline parallel = layers distributed 
across GPUs

- Gradients and optimizer states need 
to be sharded



Things have become easier ...

l Huggingface Accelerate library

l PyTorch Fully sharded data parallel (FSDP)

l Except when you need to go really large-scale

- Poro model used highly tweaked Megatron-LM



Scaling LLM training to 1000s of GPUs

l Example: Model size 140B with Megatron-DeepSpeed



Conclusions

l LUMI supercomputer highly suitable for large scale pre-training of LLMs

l Poro model successful case of collaboration between Academia, Industry 
and Supercomputing centre partners

l Many other LLMs trained on LUMI

- OLMo, English open model: https://arxiv.org/abs/2402.00838

- Viking 7B/13B/33B, also Silo AI + TurkuNLP, continuation of Poro
including more Nordic languages https://www.silo.ai/blog/viking-7b-13b-33b-
sailing-the-nordic-seas-of-multilinguality

- Several other European projects

https://arxiv.org/abs/2402.00838
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